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Three Users, Same Task, Different Burdens
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SAE Speaker:
I’ve been trying to refill 
my mother’s blood 
pressure medication 
since Monday.

🗣→✓ (30 sec)
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SAE Speaker:
I’ve been trying to refill 
my mother’s blood 
pressure medication 
since Monday.

AAE Speaker: 
I been trying to refill my 
mama blood pressure 
medicine since Monday.

Disfluent Speaker: 
I’ve, I’ve been trying to re- 
refill my m- mother’s 
blood, uh, blood pressure 
medication since, um, 
since Monday.

🗣→✓ (30 sec) 🗣→✗→🗣→✗🗣→✗→🗣→✓ (3 min)  
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SAE Speaker:
I’ve been trying to refill 
my mother’s blood 
pressure medication 
since Monday.

AAE Speaker: 
I been trying to refill my 
mama blood pressure 
medicine since Monday.

Disfluent Speaker: 
I’ve, I’ve been trying to re- 
refill my m- mother’s 
blood, uh, blood pressure 
medication since, um, 
since Monday.

🗣→✓ (30 sec) 🗣→✗→🗣→✗🗣→✗→🗣→✓ (3 min)  

All users “succeeded.” So what’s the problem?



The Gap in Current ASR Fairness Research

What we know: Performance gaps across dialects, accents, speech patterns
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The Gap in Current ASR Fairness Research

What we know: Performance gaps across dialects, accents, speech patterns

What we’re missing:

● Why ethically problematic?
● Different from acceptable statistical variation?
● What kind of harm?
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The Gap in Current ASR Fairness Research

What we know: Performance gaps across dialects, accents, speech patterns

What we’re missing:

● Why ethically problematic?
● Different from acceptable statistical variation?
● What kind of harm?

This paper: Philosophical framework for understanding ASR bias as a form 
of disrespect
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A Note on Method

This work provides conceptual analysis, not empirical evidence

Conceptual 
Clarity

Empirical 
Data

Technical 
Solutions
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Philosophical Framework: Overview
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Discriminate₁ Discriminate₂ 

Temporal Taxation Conversational Disruption Power Asymmetry

Compounding Injustice: How Technical Bias Becomes Social Harm

Disrespect
Speech ≠

Just Communication



When Does Classification Become Discrimination?

Inductive Reasoning and Statistical Discrimination

ML systems learn through induction:

● Analyze patterns in historical data
● Extrapolate to new inputs
● Inherit biases embedded in training data
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When Does Classification Become Discrimination?

Inductive Reasoning and Statistical Discrimination

Discrimination has two meanings:

Discriminate₁: 
Morally neutral 
classification
(sorting, categorizing)

Discriminate₂: 
Harmful discrimination 
(reinforcing social 
hierarchies)
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When Does Classification Become Discrimination?

Inductive Reasoning and Statistical Discrimination

Discrimination has two meanings:

The question: When does discriminate₁ become discriminate₂?

Discriminate₁: 
Morally neutral 
classification
(sorting, categorizing)

Discriminate₂: 
Harmful discrimination 
(reinforcing social 
hierarchies)

12



When Does Classification Become Discrimination?

Neutral Classification (discriminate₁)

Harmful Discrimination (discriminate₂)

Biased training 
data + 

standard dialect 
prioritization

Systematic 
misrecognition

Concentrated 
among 

marginalized 
communities
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Why This Matters: Compounding Injustice

Compounding Injustice

Hellman’s concept: Algorithmic harm accumulates when decisions build on 
existing inequalities
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Why This Matters: Compounding Injustice

Compounding Injustice

Hellman’s concept: Algorithmic harm accumulates when decisions build on 
existing inequalities

In ASR:
AAE historically stigmatized → Social discrimination 

  → ASR adds tech marginalization
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Why This Matters: Compounding Injustice

Compounding Injustice

Hellman’s concept: Algorithmic harm accumulates when decisions build on 
existing inequalities

In ASR:
AAE historically stigmatized → Social discrimination 

  → ASR adds tech marginalization

Result: Not just technical errors, but reinforcement of social hierarchies
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What Makes ASR Bias Disrespect?

Speech traits straddle moral categories:

Category 1:
Visible & unchangeable 
(race, congenital speech 
patterns)

Category 2: 
Visible & changeable with 
difficulty (dialect, accent, 
socioeconomic markers)

Category 3: 
Not visible & readily 
changeable (temporary 
conditions)
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What Makes ASR Bias Disrespect?

Speech traits straddle moral categories:

Category 1:
Visible & unchangeable 
(race, congenital speech 
patterns)

Category 2: 
Visible & changeable with 
difficulty (dialect, accent, 
socioeconomic markers)

Category 3: 
Not visible & readily 
changeable (temporary 
conditions)

Speech patterns fall here

Immediately audible, deeply tied to cultural identity, not 
readily changeable without significant personal cost
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What Makes ASR Bias Disrespect?

Speech traits straddle moral categories:

When ASR consistently fails certain speech

→ treats speakers as less worthy of accommodation
→ constitutes disrespect 

Category 1:
Visible & unchangeable 
(race, congenital speech 
patterns)

Category 2: 
Visible & changeable with 
difficulty (dialect, accent, 
socioeconomic markers)

Category 3: 
Not visible & readily 
changeable (temporary 
conditions)
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Philosophical Framework: Overview
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Discriminate₁ Discriminate₂ 

Disrespect
Speech ≠

Just Communication

Community belonging
Cultural expression
Prosodic meaning



Philosophical Framework: Overview
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Discriminate₁ Discriminate₂ 

Temporal Taxation Conversational Disruption Power Asymmetry

Disrespect
Speech ≠

Just Communication



Dimension 1: Temporal Taxation
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AAE Speaker: 
I been trying to refill my 
mama blood pressure 
medicine since Monday.

🗣→✗→🗣→✗🗣→✗→🗣→✓ (3 
min)  

Unequal distribution of time costs
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I’ve been trying to refill 
my mother’s blood 
pressure medication 
since Monday.

🗣→✓ (30 sec)



Dimension 1: Temporal Taxation
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AAE Speaker: 
I been trying to refill my 
mama blood pressure 
medicine since Monday.

🗣→✗→🗣→✗🗣→✗→🗣→✓ (3 
min)  

Unequal distribution of time costs

SAE Speaker:
I’ve been trying to refill 
my mother’s blood 
pressure medication 
since Monday.

🗣→✓ (30 sec)

6x longer for the same task

20 voice interactions

~200 hours/year



Dimension 1: Temporal Taxation
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AAE Speaker: 
I been trying to refill my 
mama blood pressure 
medicine since Monday.

🗣→✗→🗣→✗🗣→✗→🗣→✓ (3 
min)  

Unequal distribution of time costs

SAE Speaker:
I’ve been trying to refill 
my mother’s blood 
pressure medication 
since Monday.

🗣→✓ (30 sec)

Beyond time

🧠 Cognitive monitoring
🔄 Linguistic labor
💼 Economic loss



Dimension 2: Conversational Disruption

Speech requires temporal flow for meaning

🗣
I been trying to refill my mama blood pressure 
medicine since Monday
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Dimension 2: Conversational Disruption

Speech requires temporal flow for meaning

🗣
I been trying to refill my mama blood pressure 
medicine since Monday

Refill, Mama medicine, Blood Pressure, Monday
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Dimension 2: Conversational Disruption

Speech requires temporal flow for meaning

🗣
❗

I been trying to refill my mama blood pressure 
medicine since Monday

Refill, Mama medicine, Blood Pressure, Monday

MEDICINE. REFILL. MAMA. BLOOD. 
PRESSURE. MONDAY.
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Dimension 3: Power Asymmetry

System controls pace:

● Can interrupt at will
● Demands infinite repetitions
● Forces conformity to its expectations

Speaker without reciprocal power:

● Cannot pause the system
● Cannot request alternative modes
● Cannot negotiate interaction terms

28



Dimension 3: Power Asymmetry

System controls pace:

● Can interrupt at will
● Demands infinite repetitions
● Forces conformity to its expectations

Speaker without reciprocal power:

● Cannot pause the system
● Cannot request alternative modes
● Cannot negotiate interaction terms

In high-stakes contexts:

● Clinical errors
● Interview disadvantages
● Emergency delays
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Recent Policy Context

Executive Order 14224 (March 1, 2025): English official language of US
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Recent Policy Context

Executive Order 14224 (March 1, 2025): English official language of US
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Creates “cascade of legitimation”
→ ASR bias can claim policy alignment



What This Framework Reveals

Standard fairness metrics miss critical harms:

✓ Measure: Final accuracy
✗ Miss: Time-to-completion equity

✓ Measure: Aggregate performance
✗ Miss: Identity erasure & Disrespect
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What This Framework Reveals

Standard fairness metrics miss critical harms:

✓ Measure: Final accuracy
✗ Miss: Time-to-completion equity

✓ Measure: Aggregate performance
✗ Miss: Identity erasure & Disrespect
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Two speakers might both “succeed” 
while experiencing vastly different burdens



Implications: Beyond Technical Fixes

This philosophical analysis shows:
ASR bias is disrespect that compounds historical injustice
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Implications: Beyond Technical Fixes

This philosophical analysis shows:
ASR bias is disrespect that compounds historical injustice

Changes the questions:

● “Improve accuracy” → “Whose autonomy matters?”
● “Reduce errors” → “Whose time matters?”
● “Balance datasets” → “Whose speech is legitimate?”
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Implications: Beyond Technical Fixes

This framework suggest new directions:

● Evaluation: Temporal burden metrics
● Accommodation: Proactive not reactive
● Governance: Linguistic data sovereignty
● Legal: Address compounding injustice
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Implications: Beyond Technical Fixes

This framework suggest new directions:

● Evaluation: Temporal burden metrics
● Accommodation: Proactive not reactive
● Governance: Linguistic data sovereignty
● Legal: Address compounding injustice

How do we build ASR systems that respect linguistic diversity rather than 
enforce standardization?
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Thank You!
Link to paper

📧 sc2359@cornell.edu
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